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Abstract 
 
The objective of this paper is to investigate the short and long run association, and causality among precipitation (dependent 
variable), and other climate parameters such as minimum and maximum temperature, wind speed, relative humidity, and 
atmospheric pressure (independent variables) for Islamabad city. The authors have considered the data set from July 2001 – 
December 2017, and applied several econometrics techniques such as Augmented Dickey-Fuller, Vectors Auto regression, 
Multivariate cointegration, and Granger causality techniques to analyze the data. The findings of the study demonstrated a long-
term association between precipitation, and minimum temperature, atmospheric pressure, relative humidity, and wind speed. Finally, 
the Granger causality revealed the one-way causal relationship from atmospheric pressure to the rainfall, rainfall to relative 
humidity, and atmospheric pressure to rainfall. However, the authors have observed two-way causality between precipitation and 
minimum temperature. 
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1. Introduction 
 

The global warming is the major cause of 
growing CO2 concentration in the atmosphere that 
enhances the pollution, and also the cause of climate 
change (Lee et al., 2017; Stocker et al., 2013; Shifteh 
et al., 2012). The first decade of 21st century has been 
recorded the warmest for last 100 years (Feyissa et al., 
2018; Hansel et al., 2016; Rahman and Lateh, 2017). 
According to Dell et al. (2012), Hanif et al. (2013), 
and Pachauri and Reisinger (2007), it is also projected 
that there might be a rise of 2oC in global temperature 
in the near future, and 4–6oC increase of global 
temperature in a long run. Costa and Soares (2009), 
Hansen et al. (2016), Tye et al. (2019), and Yue and 
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Hasino (2003) demonstrated that the climate changes 
tend to alter the meteorological parameters such as 
temperature and precipitation. According to Dai et al. 
(2018), Khan (2004), and Modarres and da Silva 
(2007), the shift in meteorological changes are not 
uniform across the globe; it experiences varying 
degree in different regions of the world.  

The alteration in precipitation pattern is one of 
the major parameters of climate variation, the 
systemic shift in the state of average climatic 
parameters for instance precipitation, temperature, air 
pressure, and wind speed has been recorded. The 
variation in the climatic variables, particularly, 
alteration in atmospheric CO2 is the major effect of 
climate change that leads to heat strain, succeeding the 
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pattern of change of rainfall that could lead either 
drought or flooding (Bahrami et al., 2018; Kueh and  
Kuok, 2018; Liu et al., 2018). The natural 
hydrocarbon cycle of the world is being changed due 
to the climate change, according to Philander (2008), 
climate change has an imperative influence on the 
precipitation, and evapotranspiration in several parts 
of the globe, and the ecosystem is exhibiting numerous 
substantiations that portray the effect of climate 
variation on it. 

According to Li et al. (2018), Stocker et al. 
(2013), Shahid (2010), and Tabari and Talaee (2011), 
the long-run variation in the temperature and 
precipitation (rainfall) are imperative for sustainable 
land resource planning, and water resources 
management, particularly, under the certain climate 
change and variability. For any significant research 
regarding the climate change and variability, the 
meteorological parameters may not be ignored, and 
researchers have given considerable attention to 
examining the influences of climate change and 
variability for long-run trends in temperature and 
precipitation (Giorgi and Lionello, 2008; Kenabatho 
et al., 2012; Lionello and Scarascia, 2018; Menzel et 
al., 2006; Partal and Sezen, 2018). Several research 
studies were conducted regionally and globally to 
examine the affect of climate change and variability 
by using time series econometrics modeling (Shifteh 
et al., 2012; Tabari and Talaee, 2011). The outcomes 
of these studies have demonstrated that both 
decreasing and increasing trends in meteorological 
parameters have been observed during the winter 
season. 

According to Akinsanola and Ogunjobi (2015), 
Rosenzweig et al. (2002), the influence of climatic 
variability is dissimilar and specific to region-wise. 
The climate variability is anticipated to result in 
shortages of water and other resources, rise in sea 
level, bug eruption and disease on livestock and crops 
(Gocic and Trajkovic, 2013; Hocke, 2017; Huang et 
al., 2016). The global prosperity vicissitudes in 
agricultural sector, and it was estimated the losses of 
$61.2 billion, however, the increases of only $ 0.1 
billion (Reilly et al., 1994). Similarly, Adams et al. 
(1998), Adams and Hurd (1999), Darwin et al. (1995), 
Rosenzweig and Parry (1994), and Yacoub and Tayfur 
(2018) have established that under the stern 
circumstances of climate variability and change, the 
losses are pervasive. These studies further predicted 
that due to shortages of water there would be losses of 
24% in developed countries, and 16% in developing 
countries in agriculture. Very few studies have been 
carried out on the developing countries regarding the 
consequences of climatic variability; the developing 
countries are more affected than the developed 
economies (Edossa et al., 2014; Wu, 2019; Yin and 
Sun, 2018).  

According to Bhandari et al. (2018), 
Chowdhury et al. (2011), Farooqi et al. (2005), and 
Salma et al. (2012), the overall system of worldwide 
climate has developed more atypical than ever before, 
Pakistan, Bangladesh, and India have been 

experiencing severe global warming effect that has its 
consequences in the summer monsoon rainfall. 
According to Attanasio et al. (2013), He and Zhai 
(2018), George (2008), Karfakis et al. (2012), Kodra 
et al. (2011), and Maslin (2004), during the last 50 
years, the northern hemisphere has become squallier, 
according to the simulations' model for the future of 
mid-latitude is anticipated to vary extensively for next 
100 years, which will amplify the climate alteration 
happenings.  

The precipitation effective index has exhibited 
an alarming depiction regarding the spatiotemporal 
changes in the pattern of normal rainfall in Pakistan; 
the zonation readings display a huge change in the 
precipitation pattern in the plateau of upper Indus 
(Afzal and Zaman, 2010; Faisal and Sadiq, 2011; 
Hanif et al., 2013; Mishra et al., 2018). According to 
the German Watch, in a perspective of climate change 
effects, Pakistan has frequently been contemplated 
among the top 100 most vulnerable nations, whereas, 
ranked 135 being a low carbon emitter (Khan et al., 
2016). However, Pakistan is continually exposed to 
several natures of extreme incidents such as drought, 
flood, heat waves, glacier lake outburst floods, and 
other non-traditional severe events (Khalid and 
Zameer, 2013; Khan, 2004; Rahman and Lateh, 2017; 
Rasul, 2010). 

The increase in temperature has its impact on 
the rainfall and socio-economic sectors, decrease in 
rainfall directly effect on drinking water, agriculture 
and environment of Pakistan. The residents of 
Islamabad city are facing the important challenges in 
the climate change that includes shortage of water, 
shortage of forests, shortage of food etc. Thus, there is 
dire need to examine the association of climate 
parameters, and its impact on the inhabitants of 
Islamabad city. In this research work, monthly 
weather data of Islamabad city has been modeled for 
the period of 16 years (2001–2017). The total covered 
area of Islamabad is 906 km2 with elevation of 507 
meters, and situated at 33.43 0N and 73.04 0E, it has 
three artificial reservoirs: Rawal, Simli, and Khanpur 
Dams. The Islamabad has subtropical humid weather 
with cold winter and hot summer. It has a minimum 
temperature (10C), maximum temperature (420C), 
median cloud cover (12%), highest average wind 
speed (5 m/s), and maximum rainfall occurred in July 
2001 (647 mm) and August 2013 (620 mm).  

The significance and objectives of this study is 
multifaceted as it is the first research that considered 
the Islamabad city; three deferent zones such as the 
provinces of Punjab and KPK, and Kashmir surround 
the Islamabad. The undertaken research examines the 
spatial-temporal extent of climate changes, and long-
run causal relationship between rainfall 
(precipitation), and minimum & maximum 
temperatures, relative humidity, wind speed, and an 
atmospheric pressure. The authors have used more 
robust econometrics modeling to carry out the 
undertaken study, whereas, previous literature used 
multiple regression and OLS regression models. The 
results of the undertaken research could be a valuable 
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contribution in current literature regarding climate 
change, and variability in case of Pakistan. 

The rest of the paper comprises of four parts 
such as, (2) the second section deals with the research 
methodology, (3) the third section comprises of results 
and discussions, and (4) fourth section demonstrates 
the conclusions, policy implications, and limitations 
of the undertaken study. 
 
2. Material and methods 
 
2.1. Data collection 

 
The monthly data of climate parameters such 

as rainfall (precipitation) (mm), and other climate 
parameters such as minimum & maximum 
temperatures (oC), wind speed (knots), atmospheric 
pressure (hpa/gpm), and relative humidity (%) for the 
period from July 2001 – December 2017 has been 
considered for the undertaken study. We used 
computerized data processing center (CDPC), which 
is the part of Pakistan metrological department, 
Karachi for obtaining the monthly data, the month-to-
month data of Islamabad city, the capital of Pakistan, 
was taken for the mentioned period. 

 
2.2. Climate statistics 

 
The aim of the undertaken research is to 

ascertain a long run causal association amid rainfall 
(precipitation), and minimum & maximum 
temperatures, atmospheric pressure, wind speed, and 

relative humidity for the period July 2001 – December 
2017. This research study also mapping the changing 
pattern of rainfall and investigates the connection of 
the precipitations anomalies during the considered 
time period for the Islamabad city. Statistics of the 
selected parameters are given as follows: 

 
2.3. Precipitation (Rf: mm) 

 
It is the important parameter of the weather; 

sometimes it is known to be a function of all other 
parameters. During the considered data period, the 
minimum precipitation was recorded 0.0 mm, 
maximum precipitation was recorded 647 mm, an 
average value was 107.50 mm, and standard deviation 
was recorded 126.63 mm. However, maximum 
rainfall was recorded in July 2001 (647 mm). 
However, the pattern of precipitation during July 2001 
- December 2017 has variations (Fig. 1). 

 
2.4. Minimum temperature (Tmin: 0C)  

 
During the monthly data from July 2001 – 

December 2017, minimum temperature has a 
minimum value of 1.8 oC, however, the maximum 
value of 26 oC of minimum temperature was recorded, 
and an average value of minimum value of 15.77 oC 
was recorded. However, the standard deviation of 
minimum temperature of (7.78) was recorded during 
the seasonal variation in the data sample period (Fig. 
2). 

 

 
 

Fig. 1. Precipitation (Rainfall) of Islamabad 
 

 
 

Fig. 2. The minimum temperature of Islamabad 
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2.5. Maximum temperature (Tmax: 0C) 

 
For the monthly data from July 2001 - 

December 2017, the maximum temperature has a 
minimum value of 14.8oC, and the maximum value of 
41.1oC was recorded. The average value of maximum 
temperature was 29.7 oC, and standard deviation of 
6.86 was recorded during the seasonal variation in the 
data (Fig. 3). 

 
2.6. Wind speed (Ws: Knots) 

 
During the monthly data from July 2001 -

December 2017, the wind speed has a minimum value 
of 2.5 knots, and the maximum value of 18.4 knots 
was recorded. However, the average value of 10.93 
knots of wind speed has been observed, and standard 
deviation (3.15) was calculated during the seasonal 
variation in the data (Fig. 4). 

2.7. Relative humidity (Rh: %) 
 
For the monthly data from July 2001 - 

December 2017, the relative humidity has a minimum 
value of 18%, the maximum value was 67.2%, 
however, an average value was 43.51%, and standard 
deviation was recorded 11.23. There is a seasonal 
variation in the data (Fig. 5). 

 
2.8. Atmospheric pressure (Ap: hpa/gpm)  

 
For the monthly-to-month data from Jul 2001 – 

December 2017, the atmosphere pressure has a 
minimum value of 992 hpa/gpm, however, the 
maximum value was 1019.7 hpa/gpm, the average 
value was 1006.53 hpa/gpm, and standard deviation 
was recorded 7.83. There is a seasonal variation in the 
data (Fig. 6).  

 

 
 

Fig. 3. The maximum temperature of Islamabad 
 

 
 

Fig. 4. Wind speed of Islamabad 
 

 
 

Fig. 5. Relative humidity of Islamabad 
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Fig. 6. The atmospheric pressure of Islamabad 
 
2.9. Estimation techniques 

 
This research is employed several 

econometrics techniques in order to analyze the data, 
which is more robust modeling techniques for time 
series analysis. For the correlation analysis we used 
Pearson correlation method to check the association 
amongst the climatic variables; we have employed 
unit root test (ADF) to check the existence of unit root 
and stationarity in data time series. By using the VAR 
model, we identify the lag length, and on the base of 
lag length, we find a long run association between 
dependent, and independent parameters by using 
Johansen cointegration technique, the precipitation is 
used as a dependent variable. Further, we employed 
the ECM model to measure the short run relationship. 
Finally, we have employed Granger causality 
approach to investigate the causality between the pair 
of parameters. 
 
2.10. Augmented Dickey-Fuller method 

 
We employed Augmented Dickey and Fuller 

(1979); (1981) approach to check the presence of unit 
root and stationarity in the data series. The expression 
of ADF could be written (Eq. 1): 

 

 (1) 
 

where: y - the data series; t - time period; n - the 
optimum lags; αo - the constant value; e - the white 
noise error. 

 
2.11. Vector auto regression (VAR) technique 

 
The next phase is to investigate the 

cointegrating association amongst the variables, 
whether they have a non-spurious and established 
relationship. We have used Schwartz Bayesian 
Criterion for selecting the lag order and then employed 
Johansen cointegration approach to ascertain a long-
term association amid precipitation, and atmospheric 
pressure, wind speed, minimum & maximum 
temperatures, and relative humidity. We have derived 

the Johansen cointegration approach from the 
following form of Vector auto regression (VAR) 
model (Eq. 2):  
 

 (2) 
 
where: Yt-1, Yt-2 + ………+ Yt-p – vectors; A1, A2+ 
………+ Ap – matrices; Yt – n number of vectors of 
parameters for I(1).  

 
2.12. Johansen cointegration testing approach 

 
We used the Johansen cointegration testing 

approach when an order of integration of different 
variables has been classified identical after employing 
unit root test for stationarity. We employed the 
Johansen technique to ascertain a long run association 
amid the rainfall, and other climate parameters. If 
there will be an existence of p-lag vectors 
autoregression alongside the Gaussian error for Yt 
vector of n stochastic components (Eq. 3): 

 

 (3) 
 
where: j - 2,3,…….p; ΔYt........ ΔYt-p+1 are I(0); ΔYt-1 
are I(1). 

We use VAR by maximum likelihood 
technique, obtained by solving the Eigenvalue 
problem. Here all the parameters are integrated at the 
same level. 

 
2.13. Trace test and Maximum Eigenvalue test 

 
We employed Johansen (1988) approach for 

separating the values of cointegration vectors; the 
objective of the Johansen cointegration approach is to 
calculate two tests statistics. The first test is called the 
trace test (Eq. 4):  

 

 (4) 
 
The subsequent test is recognized as the 

Maximum Eigenvalues rank test (Eq. 5): 
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 (5) 
 

where: λ1 > λ2 > λ3……………………. λγ > λγ+1 > ……. 
> λn;  λmax test (Eq. 5) is more powerful than λtrace 
test (Eq. 4).  

First, γ values are significant and γ-1 is 
insignificant i.e. there are γ cointegrating vectors. 
Trace value capture λγ+1, λγ+2 , ……… λn, whereas, Max. 
Eigenvalue test captures only λγ+1. Johansen (1992), 
and Perron and Campbell (1993) extended the 
Johansen test to include trends, and thus cover the case 
of stochastic co-integration. In case of no drift and 
trend (Eq. 6): 
 

 (6) 
 

2.14. Vector error correction model (VECM) 
 
For ascertaining a short-term relationship, we 

have used the VECM approach to investigate the 
presence of at least one cointegrating vector that 
confirms the association amongst the parameters. The 
VECM suggests the information about the rate of 
change of equilibrium in a long-term and avoids the 
problem of spurious regression. The illustration of the 
regression for the error correction model (Eq. 7): 

 

  (7) 
 

where: U - the one period lagged residual value in 
which the ECM examined the rate at which the 
previous deviation from the equilibrium is adjusted; ∆ 
- the operator of first difference. 

 
2.15. Granger causality technique 

 
According to Granger (1969), the causality is 

imperative to ascertain the causation of one variable to 
another variable in different time series. For the 
Granger causality, we have used two data time series 
X and Y for a pairwise testing (Eq. 8 and Eq. 9): 

 

 (8) 

 (9) 
 

where: X & Y - two data series; T - time period; E - 
white noise errors are non-correlated. 

It is assumed that the first regression (Eq. 8) in 
which the existing values of Y are connected with the 
previous values of X data series. However, the second 
regression (Eq. 9) suggested, an existing value of X is 
connected with the previous values of Y data series. 

 
3. Results and discussion 

 
3.1. Correlation analysis 

 
The results of correlation analysis reveal that 

the relative humidity is significant and positively 
related to the precipitation, however, maximum 
temperature, and atmospheric pressure is significant 
but negatively correlated to the precipitation (Table 1). 
These results are consistent with the previous 
literature (Hocke 2017; Mishra et al., 2018).  
 
3.2. Outcomes of the ADF unit root test 

 
In this study climate data from July 2001 to 

December 2017 for different variables such as 
precipitation (rainfall), wind speed, atmospheric 
pressure, relative humidity, and maximum & 
minimum temperature are employed for the Islamabad 
city. All the selected parameters are non-stationary 
(Figs. 1-6) except the maximum temperature that is 
stationary at level. By using the ADF test (Table 2), 
we transformed other climate variables into stationary 
by taking the first difference. 

 
3.3. Trace and Maximum Eigenvalues tests 
(unrestricted cointegration rank tests) 

 
The lag selection for the Johansen 

cointegration test, the VAR model is estimated for the 
variables at the first difference in which precipitation 
(mm), minimum temperature (0C), wind speed, 
relative humidity (knots), atmospheric pressure (%), 
and maximum temperature (0C) are not included 
because of the integrating order of these variables.   

 
Table 1. Correlation analysis 

 
Parameters dTmin_i dTmax_i dRh_i dWs_i dAp_i dRf_i 

Minimum Temperature Pearson Correlation 1 .852** -.044 .248** -.891** .140 
Sig. (2-tailed)  .000 .536 .000 .000 .051 

Maximum Temperature Pearson Correlation  1 -.488** .230** -.805** -.212** 
Sig. (2-tailed)   .000 .001 .000 .003 

Relative Humidity Pearson Correlation   1 -.261** .105 .685** 
Sig. (2-tailed)    .000 .141 .000 

Wind Speed Pearson Correlation    1 -.282** -.057 
Sig. (2-tailed)     .000 .425 

Atmospheric Pressure Pearson Correlation     1 -.149* 
Sig. (2-tailed)      .036 

Precipitation Pearson Correlation      1 
Sig. (2-tailed)       

** Correlation is significant at the 0.01 level (2-tailed); * Correlation is significant at the 0.05 level (2-tailed) 
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Table 2. Augmented Dickey-Fuller unit root test 

 

Variables 
Augmented Dickey-Fuller Test 

At Level At 1st Difference 
t-stat Prob. t-stat Prob. 

Tmin_i -1.6412 0.4595 -15.4159 0.0000 
Tmax_i -3.1192 0.0268     

Rh_i -2.3086 0.1704 -12.7129 0.0000 
Ws_i -2.0185 0.2788 -12.0381 0.0000 
Ap_i -1.5495 0.8088 -12.7186 0.0000 
Rf_i -2.3762 0.1499 -13.2917 0.0000 
lfv_i -0.6725 0.8497 -7.4692 0.0000 
lff_i -0.8690 0.7962 -5.5215 0.0000 

 
VAR is estimated by using 12 lags, after that 

Wald exclusion test is applied to identify the lags, the 
identified lags are 1 to 7 and 9 to 12. For establishing 
a long run association between precipitation, and other 
climate parameters, we have employed the Johansen 
cointegration technique. Both Trace and Maximum 
Eigenvalues tests indicate one co-integration 
relationship between variables (Tables 3 - 4), which 
confirmed a long run relationship amid precipitation 
(rainfall) and climate parameters. Similar results were 
demonstrated the previous literature (Bhandari et al., 
2018; Wu, 2019). 

 
3.4. Granger causality approach 

 
To ascertain the causal association between 

precipitation, and all other climate parameters, the 
Granger causality model was used. There is one-way 
causal relationship from atmospheric pressure to the 
rainfall, rainfall to relative humidity, and atmospheric 
pressure to rainfall in lag 1 and lag 2 (Dai et al., 2018; 
Li et al., 2018). However, there is a two-way causal 
relationships was ascertained between precipitation 
and minimum temperature in both lag 1 and lag 2. The 
atmospheric pressure has a causative impact on the 
precipitation;   similarly,   relative   humidity   has   a  

 
 

causative influence on the precipitation in lag 1 and 
lag 2 (Table 5). These results are consistent with the 
previous literature (Feyissa et al., 2018; Tye et al., 
2019). 

 
4. Conclusions 

 
The results of the study concluded that the 

humidity directly correlated to the precipitation, 
however, precipitation (rainfall) is inversely related to 
the maximum and minimum temperatures, and 
atmospheric pressure. The results of this research 
further concluded a long-term relationship between 
precipitation, and wind speed, relative humidity, 
atmospheric pressure, and minimum & maximum 
temperature.  

There is a one-way causal relationship from 
atmospheric pressure to rainfall, and relative humidity 
to rainfall. Thus, it is concluded that the rainfall is 
dependent on atmospheric pressure and relative 
humidity. However, precipitation and minimum 
temperature have two-way causal association. The 
outcomes of this study concluded that the climatic 
shift might change the abrupt behavior of precipitation 
in the study area that concluded a favorable impact of 
climatic shift on the precipitation.  

 

Table 3. Trace test 
 

Hypothesized   Trace 0.05   
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None * 0.2761 105.2366 69.8189 0.0000 
At most 1 0.0917 45.4649 47.8561 0.0824 
At most 2 0.0833 27.6753 29.7971 0.0862 
At most 3 0.0508 11.5877 15.4947 0.1778 
At most 4 0.0105 1.9519 3.8415 0.1624 
Trace test indicates 1 cointegrating eqn(s) at the 0.05 level; *Denotes rejection of the hypothesis at the 0.05 level; **MacKinnon-Haug-
Michelis (1999) p-values 

 
Table 4. Maximum Eigenvalue test 

 
Hypothesized   Max-Eigen 0.05   
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None * 0.2761 59.7717 33.8769 0.0000 
At most 1 0.0917 17.7896 27.5843 0.5127 
At most 2 0.0833 16.0876 21.1316 0.2198 
At most 3 0.0508 9.6357 14.2646 0.2370 
At most 4 0.0105 1.9519 3.8415 0.1624 
Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level; *Denotes rejection of the hypothesis at the 0.05 level; **MacKinnon-Haug-Michelis (1999) p-
values 
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Table 5. Outcomes of Granger causality test 

 
Lags: 1 

Null Hypothesis Obs. F-Statistic Prob.  
 DAP_I does not Granger Cause DRF_I 196 27.6955 0.0000 
 DRF_I does not Granger Cause DAP_I  0.3079 0.5796 
 DRH_I does not Granger Cause DRF_I 196 0.0148 0.9034 
 DRF_I does not Granger Cause DRH_I  3.8863 0.0501 
 DTMIN_I does not Granger Cause DRF_I 196 3.9859 0.0473 
 DRF_I does not Granger Cause DTMIN_I  8.0485 0.0050 
 DWS_I does not Granger Cause DRF_I 196 0.3644 0.5468 
 DRF_I does not Granger Cause DWS_I  1.8564 0.1046 
Lags: 2 
 DAP_I does not Granger Cause DRF_I 195 17.0261 0.0000 
 DRF_I does not Granger Cause DAP_I  0.5662 0.5686 
 DRH_I does not Granger Cause DRF_I 195 2.4208 0.0916 
 DRF_I does not Granger Cause DRH_I  0.9574 0.3857 
 DTMIN_I does not Granger Cause DRF_I 195 3.8712 0.0225 
 DRF_I does not Granger Cause DTMIN_I  4.1311 0.0175 
 DWS_I does not Granger Cause DRF_I 195 0.9290 0.3967 
 DRF_I does not Granger Cause DWS_I   0.9361 0.0940 
 

Thus, the government of Pakistan should take 
the climate shift as serious business, and formulate the 
effective strategies in order to cope up the future 
challenges of a climate shift for Islamabad city. The 
short-run shocks will convergence towards the long 
run by maximum value adjustment. Thus, incremental 
adaptation policies and strategies are required to 
prevent from the flooding catastrophes, and to convert 
the challenge of extra precipitation into benefits.  

The undertaken study has certain limitations 
such as it is confined to the one city only, thus, the 
results may not be generalizable to the entire region, 
future studies may address this limitation. Moreover, 
additional climate variables may be taken into account 
for future studies for better results. For more precision 
in results, the atmospheric ocean general circulation 
models (AOGCMs) may be employed in future 
studies.  
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